3 — Founderism, Al,
and Coding

Capitalism for Founders 101
Thinking like an Entreprenuer

Coding
Going deeper

Al

Lets get the conversation started




Are You on Github?

* Fill out Survey so we have all github repos

» We will be taking a look as you work and giving feedback
through github!

 Github is a coders Instagram! You don’t exist if you're not on it!
-D




Founderism

The mentality and culture that produces founders




Capitalism is like Farts

* No one really likes it
« Seems like we have to have It to survive
* We all kind of have to deal with it

* In practice, We kind of pretend that its ill effects doesn'’t exist (In
Practice)




Human Nature

« The have nots seek to have » Those who have seek to keep




Marx was on to something

Karl Marx

« German philosopher, critic of political
economy, economist, historian, sociologist,
political theorist, journalist and socialist
revolutionary.

Known as revolutionary, but really an
academician and thinker

Brilliant Theories

* Not all, but many

One very relevant to understanding the
practice of our society...




Bourgeoisie vs Proletariat

* Proletariat * Bourgeoisie
* the term proletariat designated the class * the bourgeoisie is the social class that
of wage workers who were engaged in came to own the means of production
industrial production and whose chief during modern industrialization and whose
source of income was derived from the societal concerns are the value of
sale of their labour power. property and the preservation of capital.
« Working at a company « Owning a company




Scaling

« Selling Things

+ Selling Time




Scaling

« Selling Time  Selling Things
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Al Breakthrough Span 2 Categories

« Computer Vision - Natural Language Processing
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What is NLP?

* Wiki: Natural language processing (NLP) is a field of
computer science, artificial intelligence, and computational
linguistics concerned with the interactions between computers
and human (natural) languages.

Huttese - Lesson 1

futtese - Lesson 1
blastoh = blaster

- %opptula = ransom

moulee-rah=money
jujimlnmeegkidnap

tonta tonkal = tentacles up! |SARINE

- Wa wanna coe moulee rah? i

= when can | expect payment?




What is NLP?

NLP

Natural Language Processing

NLU

Natural
Natural Language

Language Understanding
Generation

NLG




What is NLP?

“Natural” languages

* English, Mandarin, French, Swabhili, Arabic, Nahuatl, ....
 NOT Java, C++, Perl, ...

Ultimate goal: Natural human-to-computer communication

Sub-field of Artificial Intelligence, but very interdisciplinary

« Computer science, human-computer interaction (HCI), linguistics, cognitive psychology, speech
signal processing (EE),

MANY APPLICATIONS IN THE WORLD AROUND US




Application: Machine Translation

Haaretz ¥axm

Haaretz yxm
TP HIN OVOT 91

Maybe this time he succeeds?

TN

AT230370 AT PR AU DI 20 T an D T
mSesana

vy haaretz, co.il

C2TITHD 10T TDE D0, T MIDEDL MDD TN

T IITD PO T DT DI TN 2NN

TSI 70 P TN B D) DR T TV

ATRAIDTI AT AN TAMNY DDA 2 AN R
et~

vy haaretz ol

Do AT TR 00 TITWE WIDE D DD TIne
TR I RO LT DN DY DR 202
TSR A0 2R TSN W D) DRI T TR

] Like * Comment * Translate * Share * Yesterday &t 08:00 7] Like + Comment * Original * Share - Yesterday at 06:00

1 9 people like this, £ 9 peopls like this.

& “iew 1 share & “iew 1 share

' AR 9B TIPSR TN i Tikd DR D78 DY O e TPT e With Full pay the price For hzhihoth vakaombinat of the
2 DRI NOTWA TNC0NT TRANND 1207 R0 298 DSRIn 2 Prime Minister, Mot find it appropriate bo action Ihabrat the health

T IO Tikd B0 D000, P00 DO Dnsds) DR 00 (T
TN ERTL DA IR IR P 10D 2T U
TR T TR0 T AT T T TR

AN T 0 1A

ATTILDTILE DY WD AN M TN

il yniek, co.il

JTTPEARIN BT 2 TIPS TSR T IR TS T
M TVIRTHD Tind O D3 #00m? NI 1% 0ok
AT ITPD Teoin AT DU 9% T L AT000DTI0

Tt houtly opposes, Israel Beiteinu-independence morning
IO - D0 R0 IO D0 NZOR TIR00 W TEU ministerial session will vihalito anly it-political system, news
Ik Tn, 9n

d iz -
Go gle buenas noches Expand preview = Expand preview

‘esterday at 06:31 ¢ Like * &3 2 people + Original
‘esterday at 06:51 * Like * &3 2 people * Translate

syskem, Endangered animals, people and caused the suffering that
must drive with ... city, Foundation of Minneapolis had already
thrown him, Europe also, This man destroys the country with the
citizens in its path.

Contempt you Binyamin Metamyahu,

Metamyahu was not committed to woting the Trachtenberg managed
to impose a "partnership hloalicioniok kerror the Prime Minister, who
is pledging to bring voting day the conclusions report Trachtenberg,

QR L T i L o T = P e T PP

‘esterday at 07:10 ¢ Like * Translate

a1 Ay O acknowledging the report moves or the chips will go
‘esterday at 07:10 - Like * Original

All Images Shopping Apps Dalya GUmS VLA 9T L1 oo " \?:slty;c:dl::r;-z Ss:tlnlp Ivitkz E'Irg:gtl:al
‘esterday at 0&:11 * Like * Translate

— & Yuval Gilor Tired already go home

Yuval Gilor Nrran 7 12 DR & ‘esterday at 05:49 + Like * Original

About 20,800,000 results {0.54 seconds)

‘esterday at 08:49 « Like * Translate

Spanish~ 4 & English~

buenas noches Goodnight

3 more translations

Open in Google Translate




Application: Sentiment Analysis

twitrratr

SEARCH

SEARCHED TERM POSITIVE TWEETS NEUTRAL TWEETS NEGATIVE TWEETS TOTAL TWEETS

starbucks 708 4495 234 5437

——

k i feel dumb.... apparently | was | like how that girl @ starbucks @macoy 508 throat from the dark
[% meant to 'dm' for the starbucks [% tonight let me stand in line for 10 [% roast cheesecake? @rom have

competition! | guess its late }) i mins w/ another dude in front of you tried the dark roast

would have won too! (view) me, before saying "oh. I'm cheesecake at starbucks? its my

s closed..” (view) addiction for the week (view)

sleep s0 i can do a ton of

darkroom tomorrow i have to Tweets on 2008-10-23: Sitting in ..i'm really really thinking about

| resist the starbucks though if | Starbucks, drinking Verona, and not showing up for work

want enouggh money for the bus ! writing a sermon about the pure in tomorrow...or ever again...god im

(view) heart.. hitp:/Ninyur.com/57zx2d so pissed...[hal8 starbucks (yiew)




Application: Text Classification

Technolngy

i =

Fashion




Application: Question Answering

iPod = 6:22 PM -

“Hey Siri what are newtons three
laws”

Let’s see if | can remember...

OK, | think the three laws are:
1. ‘clean up your room’, 2.
‘don’t run with scissors’, and
3. ‘always wait a half hour
after eating before going in
the water’.

.

Siri won't help me with my homework

credit: ifunny.com




It's Everywhere

What'’s the capital of Wyoming? \ “ Will it rain tomorrow? Set an alarm for eight am

Web Maps Shopping Images News More v Search tools
How many teaspoons

are in a tablespoon?

Play music by
Bruno Mars

About 984,000 results (0.54 seconds)

Wikipedia: Abraham

Wyoming / Capital Add gelato to my
Lincoin

shopping list

Ranchettes

€l

When is Play my “dinner party”
Thanksgiving? playlist
(50 T
S South Greeley
(@29
Map data ©2015 Google
What's the weather in Add "make hotel reservations”
L.os Angeles this weekend? to my to-do list

Cheyenne




Application: Information Extraction

New York Times Co. named Russell T. Lewis, 45, president and general manager of its
flagship New York Times newspaper, responsible for all business-side activities. He was
executive vice president and deputy general manager. He succeeds Lance R. Primis,
who In September was named president and chief operating officer of the parent.

Person Company Post State

Hussell T. Lewis Mew York Times president and general | start
newspaper manager

Russell T. Lewis Mew York Times executive vice end
newspaper president

Lance R. Primis Mew York Times Co. presidentand CEO start




Classic NLP Pipeline

—

 —_—

Text Segmentation

Part of Speech Tagging
Named Entity Extraction
Event and Concept Tagging
Word Sense Disambiguation
Syntactic Parsing
Semantic Parsing
Co-reference Resolution
Custom Relation Extraction

Event Extraction

RDF/RDBMS
STORAGE




Old School NLP (pre 2010)

WORDS

TAGS

the l

waiter
cleared | S

|
Fruit flies like Det rfl

L
a banana

Tag
ADJ
ADP
ADV
CONJ

DET
NOUN
NUM
PRT

Meaning
adjective
adposition
adverb
conjunction

determiner, article
noun

numeral

particle

Correct analysis
VP

/ ~ 7 pp_

NP Y Y

n marks

v N~ P
eat sushi  withtuna
_VP
P PP

v )
v e P

NP

eat sushi with chopsticks

eat sushi with tuna

A

eat sushi with chopsticks

eat

Incorrect analysis

P

v -

NP
sushi
VP

~ o

~_
_PP_

P ~NP

with tuna

— NP

-
v

~

NP P

PP
N

eat sushi with chopsticks

A

eat sushi with tuna

Y YN

eat sushi with chopsticks

English Examples

new, good, high, special, big, local
on, of, at, with, by, into, under
really, already, still, early, now
and, or, but, if, while, although

the, a, some, most, every, no, which
year, home, costs, time, Africa
twenty-four, fourth, 1991, 14:24
at, on, out, over per, that, up, with
he, their, her, its, my, |, us
is, say, told, given, playing, would

=

ersatz, esprit, dunno, gr8, univeristy




Into the Future: Deep Learning, No Rules!




Modern Conversational Al

Chat bot architecture

A Hello 77— T (extract intent and: intent and entities
é 5 entities) '
; Hi<name>, howcanl |: |
Text Segmentation N " "

help you?.
what is the weather looking like "\

- E tomorrow?
its going to be mostly

cloudy with little rain
Semantic Parsing Y

_ i ‘how about day after?

| |

its going to be sunny

Event Extraction I e e e

_______ ; NLU component |

Tracker <> Slots

Dialogue Mgmt (model predicts
next_action based on previous
actions,action results, slots)

SR

Database request /
URL request

next action

Message 1
Generator (use 5
pre-defined  <€—next action

O templates with
; . placeholders)

RDF/RDBMS
STORAGE
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Pigeon Brains are Strong!

Pigeons were able to discriminate between Van Gogh and Chagall with 95% accuracy (when
presented with pictures they had been trained on)

Discrimination still 85% successful for previously unseen paintings of the artists
Pigeons do not simply memorise the pictures
They can extract and recognise patterns (the ‘style’)

They generalise from the already seen to make predictions

This is what neural networks (biological and artificial) are good at (unlike conventional computer)




Can We Model Brains in Computers? Yes!

SUM + squash



In with the ANN

- Artificial Neural Networks incorporate the two fundamental
components of biological neural nets:

1. Neurones (nodes)

2. Synapses (weights)
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Where We Left Off

walker init

 The Basics fav_nums=[1;

for i=0 to i<10 by i+=1:

® Varlables fav_nums.1l::append(i*2);

std.out(fav_nums);

° TypeS fancy_str = "";

for i in fav_nums {
fancy_str = fancy_str + "two * " + i.str +
"= "4 (i*2).str 4+ ", "

* Loops }

std.out(fancy_str);

e If Statements count_down = fav_nums[-1];

while (count_down > @) {
count_down -= 1;
® E?t(: if (count_down == 14):
continue;
std.out("I'm at countdown "+count_down.str);
if (count_down == 10):
break;




In Comes Graphs

node person
has name="Anon";

}

edge strong;
edge weak;

walker init

personl = spawn here -[strong]->
node: :person(name="Joe");

person2 = spawn here -[strong]-> node::person;
person3 spawn here -[weak]-> node::person;
persond4d = spawn here -[weak]-> node::person(name="Mike");

personl <--> person2;
person3 <-[strong]-> person4;

for i in -->:
std.out(i.context);

- Spawn keyword used to spawn nodes and edges

- Can be assigned to variables, nodes are returned
by default




Navigating Graphs

walker init {

node state {
" has state visits=0, save_root;

has response="I'm silly state ";

}

node hop_state;

root {
save_root = here;
hopl = spawn here -[hop]-> node::hop_state;
hop2 = spawn here -[hop]-> node::hop_state;

edge hop; }

hop state:

walker hop_buildout {
spawn here walker::hop_buildout;

spawn here --> node::state;

spawn here --> node::state;
spawn here --> node::state;

state {

state visits += 1;
¥ std.out(here.response+state visits.str);
walker hop_ counter {

has anchor num=0; take -->; hop_state { num+=1; }

}

take -->;
with exit {
report spawn save_root walker::hop_counter;

}




Navigating Graphs

 Take command

* Queue up connected node
for walker to to go to next

« Walker then executes full
body on new node

* Has variables are kept for
journey

* Node blocks will only
execute on given node type




Compute In Node

* Nodes can execute code when walkers
arrive (or invoked)

* Visitor, like here, always points to the
walkers context (scope)

« Execution can be triggered as walkers
enter or exit nodes

node state

ES
has
has

can

visitor.

}

name = rand.word().str: :upper;
response = "I'm a silly bot. ";
user_utter;

speak with entry {
std.out("I'm "+name+". And I currently have " +
info[ 'name'] +

" on me! ");

listen with talker exit {

user_utter = visitor.utterance;
std.out("I heard '"+user_utter+"'\n");
std.out(response);

test_path with hop_counter entry {
visitor.path.l::append(&here);



Compute In Node

walker init

- Walkers can be very simple root {
nl = spawn here --> node::state;
- Behavior specified in the nodes , "7 spawn hene > moderistate;
tf](;[T]E;(El\/E;E; spawn here walker::talker;

spawn here walker::hop_counter;

}

walker talker
has utterance, path = [];
utterance = rand.sentence();
take -->;

}

walker hop_counter
has anchor path = [];
take -->;

with exit { std.out("\nHopper's path:"




Static Graphs

node person

- Static graphs are ‘graph generators’  pas nane=aon’
* Must specify an anchor node e ek
. . graph basic_gph
* Handy for creating large graphs quicky ras anchor. oo
root = spawn node::generic;
* Useful for tests! person = spaun root. L5trongl-» nodesersons

person3 = spawn root -[weak]-> node::person;
persond = spawn root -[weak]-> node::person(name="Mike");

personl <--> person2;
person3 <-[strong]-> person4;

}

walker init
spawn here --> graph::basic_gph;
spawn here --> graph::basic_gph;
spawn here --> graph::basic_gph;




Static Graphs

c5

3 cY
' el:strong Dc]cha.k ' el7:strong ! ch:weak ic&%s nnnnn ! el4:weak

o]



Tests

node person: has name="Anon";

graph basic {
has anchor root;
spawn {

root = spawn node::generic;

personl = spawn root -->
person2 = spawn root -->
person3 = spawn root -->
person4 = spawn root -->
personl <--> person2;
person3 <--> person4;

}

walker tally {
has count=0, visited=[];
count += 1;

if(here not in visited) {
visited.l::append(here);
take -->;

node:
node:
node:
node:

:person(name="Joe");
:person;

:person;
:person(name="Mike");

test "Size of basic graph"

with graph::basic by walker::tally {
assert(visited.length == 5);
assert(count > 5);

}

test "Size of a bit fancier graph"
with graph {
has anchor root;
spawn {
root = spawn node::generic;
spawn root --> graph::basic; spawn root
graph: :basic;
}
} by walker::tally {
assert(visited.length == 11);
assert(count > 11);




Tests

test "Size of basic graph"

¢ TeStS are Very pOWfoUl for developing with graph::basic by walker::tally {

code assert(visited.length == 5);
assert(count > 5);

- Can specify a graph for a walk to walk on }

and assert Va|ues make sense test "Size of a bit fancier graph"
with graph {
has anchor root;
spawn {
root = spawn node::generic;

spawn root --> graph::basic; spawn root
graph: :basic;

}

} by walker::tally {
assert(visited.length == 11);
assert(count > 11);

ninja@DESKTOP-VO9IVER: % jsctl -m jac test tldr test.jac
Testing "Size of basic graph": [ in ©.00s]
Testing "Size of a bit fancier graph": [ in 9.01s]

"tests": 2,
“passed”: 2,
"failed": 0,
"success": true

ninja@DESKTOP-VO9IVER:




